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Abstract

Identification of patients at risk to develop atrial fibril-
lation (AF) can enable more frequent follow-up and lead
to earlier detection of AF. The aim of this project was
to perform long-term AF prediction based on a novel set
of ECG-derived features describing the characteristics of
supraventricular arrhythmias present before new onset AF.

In total, 12 199 patients aged 75/76 performed repeated
single-lead ECG measurements for 30-s during a period of
2–4 weeks. Arrhythmia detection was performed follow-
ing quality control to ensure that only reliable detections
were included. For each detected arrhythmic episode, a
set of features were extracted including degree of prema-
turity, burden of supraventricular ectopic beats, and num-
ber of RR intervals between arrhythmic events. Following
feature extraction, a 1D-convolutional neural network was
employed to predict the long-term risk of developing AF.

On average, the trained prediction models led to an
AUC of 0.60 for the test set. At the end of the observation
period, the risk stratification curves for the model showed
94% and 88% probabilities of not developing AF for the
low- and high-risk groups, respectively. These results cor-
respond to a weighted F1 score of 0.72 for the test set.

The results show that ECG-derived features character-
ising supraventricular arrhythmias occurring before AF
contribute to improved risk stratification for a future AF
diagnosis.

1. Introduction

Atrial fibrillation (AF) screening is a useful tool in clin-
ical practice as it allows identification of undiagnosed sub-
jects, leading to earlier treatment with anticoagulation ther-
apy, and thus a lower risk of complications [1]. Such
screening may be used not only to detect AF, but also to
predict the risk of patients developing AF in the short-
or long-term future. Several studies have investigated
this possibility, leading to short- and long-term prediction
models. The aim of the former is mainly to detect paroxy-
mal AF, hence the shorter prediction horizon usually falls

within 3 months, while the longer prediction spans over
a longer time frame, usually from 6 months and onwards.
To develop long-term prediction models with the ability to
stratify patients into different risk groups, both clinical pa-
rameters [2] and information derived from the ECG [3–5]
have been employed. When based on the ECG, these mod-
els have been trained either on the raw ECG signal [3, 4],
or on its features [5]. Using the former option, Raghu-
nath et al. employed a deep convolutional neural network
(CNN) and a Cox proportional hazard model to predict AF
after one year based on 12-lead, 2.5-s and 10-s ECGs, and
achieved a 0.83 area under the curve (AUC) [3]. Khur-
shid et al. also employed 12-lead, 10-s ECGs and a CNN,
which was combined with a discrete-time survival model
predicting the 5-year probability of being AF-free. In the
internal validation set, this model obtained an AUC of 0.82
[4].

Several clinical studies have investigated the prognostic
implications of supraventricular arrhythmias (SVAs) in the
development of AF. Specifically, the presence of frequent
supraventricular ecopic beats (SVEBs) was shown to be of
significance for AF prediction [6–10]. Hygrell et al. in-
vestigated the prognostic implications of different degrees
of complexity in the pattern of SVEB in relation to AF
development [8]. In this work, the risk increased gradu-
ally from patients with isolated SVEBs (hazard ratio 2.1)
or SVEBs in bigemini/trigemini (hazard ratio of 1.9/2.4) to
non-sustained supraventricular tachycardias (SVTs) (haz-
ard ratio ranging from 1.1 to 4.0 depending on the degree
of regularity and presence of p-waves). The latter find-
ing was supported by Johnson et al., who showed that the
characteristics of non-sustained SVTs, namely their irreg-
ularity and the absence of P waves, were predictive of AF
[9].

To our knowledge, no long-term AF prediction models
have been trained based on the presence and characteris-
tics of SVAs of different levels of complexity, episode du-
ration and burden. Hence, the aim of this study was to
develop a long-term AF risk prediction model based on a
novel feature set describing the characteristics and burdens
of various SVAs detected in screening ECGs.
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2. Methods

In this work, data from two prospective mass screen-
ing studies for AF, Strokestop I (SSI) [1] and Strokestop II
(SSII) [11], were employed. Both studies focused on 75-
year-old adults, whose clinical condition was assessed at
the time of screening and monitored in the following years.
During screening, single-lead, 30-s ECG measurements
were performed autonomously by the study participants 2–
4 times daily during 2–4 weeks using a Zenicor handheld
device (www.zenicor.com). ECG recordings from 6 145
participants in Strokestop I and from 6 054 participants
in Strokestop II with no known history of AF were em-
ployed for training and testing, respectively. Endpoint data
in the form of AF diagnosis outcome within 5.5 years af-
ter screening were acquired from the Swedish nation-wide
registries.

The proposed method consists of three analysis steps -
SVA detection, feature extraction, and AF prediction - fol-
lowed by performance evaluation. Details about each step
are provided in the respective subsections below.

SVA detection: Seven groups of SVAs are taken into ac-
count in the present work: single and multiple supraven-
tricular ectopic beats with compensatory pauses (sSVEBc,
mSVEBc), episodes of consecutive short-duration beats
not followed by a compensatory long-duration beat
(SVEBnc), bigeminy episodes (Bige), trigeminy episodes
(Trige), non-sustained SVT (nsSVT) and sustained SVT
(sSVT). For detailed definitions, see Table 1. Detec-

Table 1: SVA groups defined for the present study.

Group Characteristic
sSVEBc arrhythmic episodes of 1 short-duration

beat followed by a compensatory long-
duration beat

mSVEBc arrhythmic episodes of 2-4 consecutive
short-duration beats followed by a com-
pensatory long-duration beat

SVEBnc arrhythmic episodes of 2-4 consecutive
short-duration beats not followed by a
compensatory long-duration beat

Bige arrhythmic episodes characterised by a pat-
tern where every second beat is a SVEB

Trige arrhythmic episodes characterised by a pat-
tern where every third beat is a SVEB

nsSVT series of at least 4 short-duration beats with
an average heart rate ≥ 100bpm

sSVT 30-s ECG recording with a heart rate
≥ 100bpm

tion of these arrhythmias is performed by first applying
the commercially available analysis software ECG Parser
(www.cardiolund.com). For each recording, this software

provides a first set of detected SVAs together with the se-
ries of RR intervals, the median RR duration and their ratio
for each respective RR interval.

In order to further improve SVA detection, quality con-
trol is employed to ensure that all detected SVA episodes
only include reliable beat detections. Here, quality con-
trol is achieved through a CNN-based detector of transient
noise [12], and an SVM-based detector of sequences of
consecutive beats of similar beat morphology [13]. De-
tected SVAs are approved only if all included beats are
deemed to not be transient noise and to be morphologically
similar to surrounding detections. It is noted that the simi-
lar beat sequence criterion also ensures that no ventricular
beat is detected as a SVEB due to its deviating morphology
compared to that of the SVEB.

Following quality control, the ECG recordings are sub-
ject to RR-based pattern correlation with the goal of in-
creasing the sensitivity of the SVA detection. In this step,
an RR-based pattern template per arrhythmia is generated
for each subject using already detected episodes. If no pre-
viously detected episode exists, no pattern template is gen-
erated, and no correlation is performed. Pattern correlation
is employed to find SVAs that have gone undetected, but
whose RR pattern is similar to those of the detected ones.
If a match is found and all beats involved pass quality con-
trol, the corresponding SVA detection is added to the set of
identified SVAs.

Feature extraction: In order to characterise the detected
SVAs, a novel set of features is proposed. Features are
extracted for each arrhythmia group in Table 1 and across
each subject’s recordings and include: the minimum de-
gree of prematurity of the short-duration beats involved,
the minimum interval between the arrhythmic event and
the next short-duration beat in the recording, and the ar-
rhythmia group burden. Hence, given the seven arrhyth-
mia groups, a total of twenty-one features are used in this
work, and their individual importance is assessed via fea-
ture permutation.

AF prediction: In the last step of the analysis, a 1D-
CNN is trained for long-term prediction of AF. The CNN
is composed of a 1D convolutional layer with kernel size
and stride equal to 3 (equal to the number of features for
each arrhythmia) and 4 channels, a flattening layer, a dense
layer with 28 nodes, a dropout layer with dropout rate of
0.2 and two dense layers with seven and one nodes/node,
respectively. Binary prediction with a 5.5-years horizon is
achieved by setting a threshold through Youden’s J statis-
tics.

Model optimization and evaluation: Fifteen models
with the same structure were trained to derive average
measures of performance. The proposed model is eval-
uated by first deriving confusion matrices providing the
number of true and false positives and negatives in terms
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Figure 2: Risk stratification curves for the low- and high-
risk patients based on the Kaplan-Meier estimator for the
training (dotted line, SSI) and test (dash-dotted line, SSII).

of the mean and standard deviation over the 15 models.
Secondly, by dividing the subjects into high- and low-risk
groups through the model’s binary prediction, risk stratifi-
cation curves showing the proportion of incident-free sub-
jects for each group over time are obtained via the Kaplan-
Meier estimator. Lastly, through the comparison of the
5.5-year model predictions to the cumulative AF diagnoses
over time, a measure of the resulting AUC for each time
stamp over the 5.5 years is obtained, indicating how the
model performs when applied over the entire observation
period.

3. Results

The average performances across the 15 models pre-
dicting long-term AF with a 5.5 year prediction hori-
zon yielded an AUC of 0.60 ± 0.01, corresponding to a
weighted F1 score of and 0.72 ± 0.03. The summarised
confusion matrices across the models for the training (SSI)
and test (SSII) sets, respectively, are shown in Fig. 1,
where the trade-off between false positives and false nega-
tives in relation to true ones can be observed.
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Figure 1: Confusion matrices for the training (SSI) and test
(SSII) sets showing the mean and standard deviation over
the 15 trained models.

The risk stratification curves in Fig. 2 show that, in both
datasets, the probability of not being diagnosed with AF
of the low-risk group is consistently higher than that of the
high-risk group. This confirms that the novel feature set
holds valuable information. In the test set, high-risk sub-
jects had an 88 ± 0.5 % probability of not developing AF
at the end of the observation period, while this percentage
increased to 94 ± 0.2 % for the low-risk group.

The average feature importance, when summarised over
the 15 models, is presented in Fig. 4, showing that the three
most important features are the burden, prematurity and in-
terval of sSV EBC . In addition, among the most important
features, several are related to the degree of prematurity of
other SVA groups.

Figure 3 shows the average AUC of the 15 models com-
puted for each year together with their overall average, cor-
responding to 0.66 and 0.60 for the training and test sets,
respectively. It can be observed that, in the training set, the
general trend is that the AUC decreases with time. This de-
creasing trend is also observed in the test set starting from
1.5 years after screening.

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Years

0.5

0.6

AU
C

Average: 0.66

Average: 0.60

Training set - mean
Training set - ±1 Std Dev
Test set - mean
Test set - ±1 Std Dev

Figure 3: AUC when applying the proposed 5.5-year pre-
diction model to endpoint data up until each half-year dur-
ing the time span of the study.

4. Discussion

A new model for long-term AF prediction was devel-
oped based on a novel feature set describing various char-
acteristics of SVA in the ECG. The results shown by the
risk stratification curves and the confusion matrices in
Figs. 1 and 2 confirm the predictive ability of the 1D-CNN
model and, consequently, of the novel arrhythmia-based
feature set for AF prediction. For both databases, a high
number of subjects that did not get an AF diagnosis were
misassigned in the high-risk group. These misassignments
can be explained by that rhythm deviations are common in
the elderly, even in those who do not develop AF in the
future.

The feature importance ranking in Fig. 4 provides valu-
able information about SVA characteristics used by the
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Figure 4: Feature importance ranking for the 12 most im-
portant features.

model. First of all, the 3 most important features are all
related to the sSVEBc arrhythmia group. These features
are related to deviations common also in combination with
other SVAs. Prematurity is an important feature for most
SVAs, which is a reasonable result as the higher degree of
prematurity, the more the short-duration beats are deviat-
ing from the median RR-interval duration. The proposed
model achieved an AUC of 0.60 ± 0.01, corresponding to
a weighted F1 score of 0.72 ± 0.03 in the test set. When
compared to previous studies, in particular Khurshid et al.
who obtained an AUC of 0.82 for 5-year prediction [4], the
difference in performance may be explained by differences
in data, both in terms of the number of measurements and
their type, i.e., >40 000 individuals and in-hospital 12-lead
recordings for training in [4] and 6 145 patients and hand-
held single-lead ECGs in the present work.

5. Conclusion

In this study, a CNN model for long-term prediction of
AF was trained with a novel set of features that charac-
terises SVAs detected in 30-s ECG recordings. The de-
veloped model can distinguish between high- and low-risk
patients with an average weighted F1 score of 0.72 ± 0.03.
Hence these features, i.e., the degree of prematurity of
SVA events, their respective burdens, and the intervals be-
tween such events, as well as the risk prediction models
based on these features, contribute to a personalised risk
assessment after AF screening.
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